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Reinforcement 
Learning



What is Reinforcement 
Learning

• Reinforcement Learning (RL) is a framework for 
decision-making 

• Have an agent with acts in an environment 

• Each action influences the agent’s future state 

• Success is measured by reward 

• Find actions that maximise your future reward



Agent and Environment
• Agent 

• Executes action  

• Receives observation 

• Receives reward 

• Environment 

• Receives action 

• Sends new observation 

• Sends new reward

[David Silver ICML 2016]



Defining the State
• Sequence of observations, rewards, and actions 

define experience 

• State is a summary of experiences

[David Silver ICML 2016]



Components of an RL Agent
• Policy 

• Agent’s behavior function 

• Value Function 

• Determine if each state or action is good 

• Model 

• Agent’s representation



Policy
• Policy is the agent’s behavior 

• Policy is a map from state to action 

• Deterministic 

• Stochastic

[David Silver ICML 2016]



Value Function
• Value function is a prediction of the future reward 

• What will my reward be given  this action a from 
state s? 

• Example: Q-value function 

• State s, action a, policy     , discount factor

[David Silver ICML 2016]



Optimal Value Function
• The goal is to have the maximum achievable  

• With that, can act optimally with the policy 

• Optimal value maximises over all the decisions

[David Silver ICML 2016]



Model
• The model is learned through experience 

• Can act as a proxy for the environment



RL Approaches
• Value-based RL 

• Estimate the optimal value 

• Maximum value achievable under any policy 

• Policy-based RL 

• Search for the optimal value 

• Policy achieving maximum future reward 

• Model-based RL 

• Build a model of the environment 

• Plan using a model

[David Silver ICML 2016]



Deep Reinforcement 
Learning



Deep RL
• To have Deep RL, we need 

• RL + Deep Learning (DL) = AI 

• RL defines the objective 

• DL provides the mechanism to learn



Deep RL
• Can use DL to represent 

• Value function 

• Policy 

• Model 

• Optimise loss function via Stochastic Gradient 
Descent



Value-Based Deep 
Reinforcement Learning



Value-Based Deep RL
• The value function is 

represented by Q-network with 
weights w 

[David Silver ICML 2016]



Q-Learning
• Optimal Q-values obey Bellman Equation 

• Minimise MSE loss via SGD 

• Diverges due to 

• Correlations between samples 

• Non-stationary targets



DQN: Atari 2600

[David Silver ICML 2016]



Experience Replay
• Remove correlations 

• Build dataset from agent’s own 
experience 

• Sample experiences from the 
dataset and apply update

[David Silver ICML 2016]



Benefits of Experience 
Replay

• Greater data efficiency  

• Breaks the correlations 

• Smoothing out learning and avoiding oscillations or 
divergence in parameters



DQN: Atari 2600
• End-to-end learning of Q(s,a) from the frames 

• Input state is stack of pixels from last 4 frames 

• Output is Q(s,a) for the joystick/button positions 

• Varies with different games (~3-18) 

• Reward is change in score for that step



DQN w/ Experience Replay

[Deepmind 2014]



DQN: Atari 2600
• Network architecture and hyper parameters are 

fixed across all the games

[David Silver ICML 2016]



DQN: Atari Video

[Jon Juett Youtube]



DQN: Atari Video

[PhysX Vision Youtube]



Improvements after DQN
• Double DQN 

• Current Q-network w is used to select actions 

• Older Q-network is w- is used to evaluate actions 

• Prioritized reply 

• Store experience in priority queue by the DQN 
error



Improvements after DQN
• Duelling Network 

• Action-independent value function V(s,v) 

• Action-dependent advantage function A(s,a,w) 

• Q(s,a) = V(s,v) + A(s,a,w)



Improvements after DQN

[Marc G. Bellemare Youtube]



General Reinforcement 
Learning Architecture

[David Silver ICML 2016]



Policy-based Deep 
Reinforcement Learning



Deep Policy Network
• The policy is represented by a network with weights  u

• Define objective function as total discounted reward 

• Optimise objectiva via SGD 

• Adjust policy parameters u to achieve higher reward

[David Silver ICML 2016]



Policy Gradients
• Gradient of a stochastic policy 

• Gradient of a deterministic policy 

[David Silver ICML 2016]



Actor Critic Algorithm
• Estimate value function Q(s, a, w) 

• Update policy parameters u via SGD

[David Silver ICML 2016]



Asynchronous Advantage 
Actor-Critic: Labyrinth 

[DeepMind Youtube]



A3C: Labyrinth
• End-to-end learning of softmax policy from raw 

pixels 

• Observations are pixels of the current frame 

• State is an LSTM 

• Outputs both value V(s) & softmax over actions 

• Task is to collect apples (+1) and escape (+10)

[David Silver ICML 2016]



Improvements on the 
Basic DQN Algorithm



Double DQN
• Double DQN 

• Current Q-network w is used to select actions 

• Older Q-network is w- is used to evaluate actions 

• Prioritized reply 

• Store experience in priority queue by the DQN 
error



Dueling Network
• Duelling Network 

• Action-independent value function V(s,v) 

• Action-dependent advantage function A(s,a,w) 

• Q(s,a) = V(s,v) + A(s,a,w)



Prioritized Experience 
Replay

[Schaul et al 2016]



Prioritized Experience 
Replay

[Schaul et al 2016]



Improvements after DQN

[Marc G. Bellemare Youtube]



General Reinforcement 
Learning Architecture

[David Silver ICML 2016]



Policy-based Deep 
Reinforcement Learning



Deep Policy Network
• The policy is represented by a network with weights  u

• Define objective function as total discounted reward 

• Optimise objective via SGD 

• Adjust policy parameters u to achieve higher reward

[David Silver ICML 2016]



Policy Gradients
• Gradient of a stochastic policy 

• Gradient of a deterministic policy 

[David Silver ICML 2016]



Actor Critic Algorithm
• Estimate value function Q(s, a, w) 

• Update policy parameters u via SGD

[David Silver ICML 2016]



Asynchronous Advantage 
Actor-Critic: Labyrinth 

[DeepMind Youtube]



A3C: Labyrinth
• End-to-end learning of softmax policy from raw 

pixels 

• Observations are pixels of the current frame 

• State is an LSTM 

• Outputs both value V(s) & softmax over actions 

• Task is to collect apples (+1) and escape (+10)

[David Silver ICML 2016]



Model-based Deep 
Reinforcement Learning



Learning Models of the 
Environment

• Generative model of Atari 2600 

• Issues 

• Errors in transition model compound over the 
trajectory 

• Planning trajectory differ from executed 
trajectories 

• Long, unusual trajectory rewards are totally wrong

[David Silver ICML 2016]



Learning Models of the 
Environment

[Junhyuk Oh Youtube]



Newer 
Implementations



AlphaGo

[Deepmind Nature]



Policy and Value Networks

[Deepmind Nature]



Monte Carlo Tree Search

[Deepmind Nature]



AlphaGo Results

[Deepmind Nature]



Which Move to Make

[Deepmind Nature]



Five Matches Against Fan 
Hui

[Deepmind Nature]



Neural Architecture Search 
with Reinforcement Learning
• Uses an RNN to generate model descriptions of the 

NNs 

• Trains the RNN with RL to maximize expected 
accuracy of generated architectures on validation 
set



Neural Architecture Search

[Zoph & Le Arxiv 2016]



RNN Controller

[Zoph & Le Arxiv 2016]



Training with REINFORCE

[Zoph & Le Arxiv 2016]



Parallel Training

[Zoph & Le Arxiv 2016]



Increase Architecture 
Complexity 

[Zoph & Le Arxiv 2016]



Constructing the Network

[Zoph & Le Arxiv 2016]



Results

[Zoph & Le Arxiv 2016]



Reinforcement Learning with 
Unsupervised Auxiliary Tasks
• Train an agent that maximises other pseudo-reward 

functions simultaneously by RL 

• Those tasks have to develop in absence of 
extrinsic rewards 

• Outperforms previous state-of-the-art on atari 

• Averaging 880% expert human performance



UNREAL Agent

[Jaderberg et. al Arxiv 2016]



Auxiliary Control Tasks

[Jaderberg et. al Arxiv 2016]



Auxiliary Tasks

[Jaderberg et. al Arxiv 2016]



UNREAL Algorithm

A3C Loss is minimised on policy
Value function is optimised from replayed data

Auxiliary control loss is optimised off-policy from replied data
Reward loss is optimised from rebalanced replay data

[Jaderberg et. al Arxiv 2016]



Atari Results

[Jaderberg et. al Arxiv 2016]



Reinforcement Learning with 
Unsupervised Auxiliary Tasks Video

[DeepMind Youtube]



Deep Sensorimotor Learning

https://research.googleblog.com/2016/03/deep-learning-for-
robots-learning-from.html

http://www.apple.com
http://www.apple.com


Deep Learning: 
The Future



Major areas of Focus
• Semi-Supervised Learning 

• Reinforcement Learning & Deep Sensorimotor Learning 

• Neural Networks with Memory 

• True Language Understanding (Not Just Statistical) 

• Deep Learning for Hardware and Systems (Low Power) 

• Theory of Deep Learning

• ….



Resources
• UFLDL Course 

• Chris Olah's Blog 

• Google Plus Deep Learning Community 

• Deep Learning First Textbook 

• List of Must-Read Papers

http://ufldl.stanford.edu/wiki/index.php/UFLDL_Tutorial
http://colah.github.io
http://www.deeplearningbook.org
https://docs.google.com/document/d/1IXF3h0RU5zz4ukmTrVKVotPQypChscNGf5k6E25HGvA/mobilebasic?pli=1


Future of Work

The Guardian



Future of Work

Blake Irving’s Blog



Future of Life


