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Character-level RNN 
Language Models



Goal
• Model the probability distribution of the next 

character in a sequence 

• Given the previous characters

[Susanto, Chieu, Lu]



N-grams
• Group the characters into n characters 

• n=1 unigram 

• n=2 bigram 

• Useful for protein sequencing, computational 
linguistics, etc.



Comparing Against N-
Grams

[Karpathy, Johnson, Li]



Remembering for Longer 
Durations

[Karpathy, Johnson, Li]



Character-Aware Neural 
Language Models

[Kim, Jernite, Sontag, Rush]



The Effectiveness of an RNN

[Andrej Karpathy]



The Effectiveness of an RNN

[Andrej Karpathy]



The Effectiveness of an RNN

[Andrej Karpathy]



The Effectiveness of an RNN 

[Andrej Karpathy]

Trained on War & Peace

Iteration: 100

Iteration: 300

Iteration: 2000



Visualize the Neurons of an 
RNN

[Andrej Karpathy]



Visualize the Neurons of an 
RNN 

[Andrej Karpathy]



Word-level RNN 
Language Models



Goals
• Model the probability distribution of the next word 

in a sequence 

• Given the previous words

[Nicholas Leonard]



Global Vectors for Word 
Representation (GloVe)

• Provide semantic information/context for words 

• Unsupervised method for learning word 
representations

[Richard Socher]



Glove Visualization

[Richard Socher]



Word2Vec
• Learn word embeddings 

• Shallow, two-layer neural network  

• Trained to reconstruct linguistic context between 
words 

• Produces a vector space for the words



Word2Vec Visualization

[Tensorflow]



Question Time
• What is the main difference between word2vec and 

GloVe?



Word2vec with RNNs

[Mikolov, Yih, Zweig]



Word RNN trained on 
Shakespeare

[Sung Kim]



Gated Word RNN

[Miyamoto, Cho]



Gated Word RNN Results

[Miyamoto, Cho]



Combining Character & 
Word Level

[Bojanowski, Joulin, Mikolov]



Question Time
• In which situation(s) can you see character-level 

RNN more suitable than a word-level RNN?



Character vs Word 
Level Models



Character vs Word-Level 
Models

[Kim, Jernite, Sontag, Rush]



Word Representations of 
Character & Word Models

[Kim, Jernite, Sontag, Rush]



Word-level RNN 
Language Models



Motivation
• Model the probability 

distribution of the next word in 
a sequence, given the 
previous words 

• Words are the minimal unit to 
provide meaning 

• Another step to a hierarchical 
model

[Nicholas Leonard]



Global Vectors for Word 
Representation (GloVe)

• Provide semantic information/context for words 

• Unsupervised method for learning word 
representations

[Richard Socher]



Glove Visualization

[Richard Socher]



Word2Vec
• Learn word embeddings 

• Shallow, two-layer neural network  

• Training makes observed word-context pairs 
have similar embeddings, while scattering 
unobserved pairs. Intuitively, words that appear 
in similar contexts should have similar 
embeddings 

• Produces a vector space for the words

[Goldberg, Levy Arxiv 2014]



Word2Vec Visualization

[Tensorflow]



Understanding Word2Vec

Probability that word context pair taken from document

[Goldberg, Levy Arxiv 2014]



Understanding Word2Vec
Maximize likelihood real context pairs come from document

[Goldberg, Levy Arxiv 2014]



Word2Vec as Word-Context 
Association Matrix Decomposition

Solution is optimal parameters obey relation:

Pointwise Mutual Information

=

1. Construct word context  
association matrix  

2. Low rank decomposition

[Goldberg, Levy Arxiv 2014]



Question Time
• Given the theoretical understanding of word2vec, 

what kinds of things will word2vec not capture well? 

• Can you think of ways to make it better?



Word2vec with RNNs

[Mikolov, Yih, Zweig]



Word RNN trained on 
Shakespeare

[Sung Kim]



Gated Word RNN

[Miyamoto, Cho]



Gated Word RNN Results

[Miyamoto, Cho]



Combining Character & 
Word Level

[Bojanowski, Joulin, Mikolov]



Question Time
• In which situation(s) can you see character-level 

RNN more suitable than a word-level RNN?



Generating Movie Scripts
• LSTM named Benjamin  

• Learned to predict which letters would follow, then 
the words and phrases 

• Trained on corpus of past 1980 and 1990 sci-fi movie 
scripts 

• "I'll give them top marks if they promise never to do this 
again."  

• https://www.youtube.com/watch?v=LY7x2Ihqjmc

https://www.youtube.com/watch?v=LY7x2Ihqjmc


Character vs Word 
Level Models



Character vs Word-Level 
Models

[Kim, Jernite, Sontag, Rush]



Word Representations of 
Character & Word Models

[Kim, Jernite, Sontag, Rush]



Other Embeddings



Tweet2Vec

[Dhingra, Zhou, Fitzpatrick, Muehl, Cohen]



Tweet2Vec Encoder

[Dhingra, Zhou, Fitzpatrick, Muehl, Cohen]



Tweet2Vec Results

[Dhingra, Zhou, Fitzpatrick, Muehl, Cohen]



Gene2Vec
• Word2Vec performs poorly on long nucleotide 

sequences 

• Short sequences are very common like AAAGTT

[David Cox]



Gene2Vec Visual

[David Cox]Hydrophobic Amino Acids



Doc2Vec
• Similar to Word2Vec but to a larger scale 

• Sentences & Paragraphs

[RaRe Technologies]



Applications of Document 
Models

• Discovery of litigation e.g. CS Disco 

• Sentiment Classification e.g. movie reviews



EXTRA SLIDES



Goal
• Model the probability distribution of the next 

character in a sequence 

• Given the previous characters

[Susanto, Chieu, Lu]



N-grams
• Group the characters into n characters 

• n=1 unigram 

• n=2 bigram 

• Useful for protein sequencing, computational 
linguistics, etc.



Comparing Against N-
Grams

[Karpathy, Johnson, Li]



Remembering for Longer 
Durations

[Karpathy, Johnson, Li]



Character-Aware Neural 
Language Models

[Kim, Jernite, Sontag, Rush]
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The Effectiveness of an RNN
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The Effectiveness of an RNN 

[Andrej Karpathy]

Trained on War & Peace

Iteration: 100

Iteration: 300

Iteration: 2000
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Word-level RNN 
Language Models



Goals
• Model the probability distribution of the next word 

in a sequence 

• Given the previous words

[Nicholas Leonard]



Global Vectors for Word 
Representation (GloVe)

• Provide semantic information/context for words 

• Unsupervised method for learning word 
representations

[Richard Socher]



Glove Visualization

[Richard Socher]



Word2Vec
• Learn word embeddings 

• Shallow, two-layer neural network  

• Trained to reconstruct linguistic context between 
words 

• Produces a vector space for the words



Word2Vec Visualization

[Tensorflow]



Question Time
• What is the main difference between word2vec and 

GloVe?



Word2vec with RNNs

[Mikolov, Yih, Zweig]



Word RNN trained on 
Shakespeare

[Sung Kim]



Gated Word RNN

[Miyamoto, Cho]



Gated Word RNN Results

[Miyamoto, Cho]



Combining Character & 
Word Level

[Bojanowski, Joulin, Mikolov]



Question Time
• In which situation(s) can you see character-level 

RNN more suitable than a word-level RNN?
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Character vs Word-Level 
Models

[Kim, Jernite, Sontag, Rush]



Word Representations of 
Character & Word Models

[Kim, Jernite, Sontag, Rush]


