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Goal

 Model the probability distribution of the next
character in a sequence

* (Given the previous characters

exp(wk ht)
Z 1 exp(wj hi)

P(ivt = klib“l:t—l)

[Susanto, Chieu, Lu]



N-grams

e (Group the characters into n characters
* N=1 unigram
* N=2 bigram

* Useful for protein sequencing, computational
inguistics, etc.



Comparing Against N-
Grams
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[Karpathy, Johnson, Li]



Remembering for Longer
Durations
B LSTM B 20-gram
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Distance between " and "}"

[Karpathy, Johnson, Li]



aracter-Aware Neural
. anguage Models
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[Kim, Jernite, Sontag, Rush]

moment the :iabsurdityi is recognized



The Effectiveness of an RNN

static void stat PC SEC _ read mostly offsetof(struct seq argsqueue, \
pC>[11);

static void
os_prefix(unsigned long sys)

{

PUT_PARAM RAID(2, sel) = get_state_state();
set pid sum((unsigned long)state, current state str(),
(unsigned long)-1->1r full; low;

[Andrej Karpathy]



The Effectiveness of an RNN

Naturalism and decision for the majority of Arab countries' capitalide was grounded
by the Irish language by [[John Clair]], [[An Imperial Japanese Revolt]], associated
with Guangzham's sovereignty. His generals were the powerful ruler of the Portugal
in the [[Protestant Immineners]], which could be said to be directly in Cantonese
Communication, which followed a ceremony and set inspired prison, training. The
emperor travelled back to [[Antioch, Perth, October 25|21]] to note, the Kingdom

of Costa Rica, unsuccessful fashioned the [[Thrales]], [[Cynth's Dajoard]], known

in western [[Scotland]], near Italy to the conquest of India with the conflict.
Copyright was the succession of independence in the slop of Syrian influence that
was a famous German movement based on a more popular servicious, non-doctrinal

and sexual power post. Many governments recognize the military housing of the
[[Civil Liberalization and Infantry Resolution 265 National Party in Hungary]],

that is sympathetic to be to the [[Punjab Resolution]]
(PJS)[http://www.humah.yahoo.com/guardian.

cfm/7754800786d17551963s89.htm Official economics Adjoint for the Nazism, Montgomery
was swear to advance to the resources for those Socialism's rule,

was starting to signing a major tripad of aid exile.]]

[Andrej Karpathy]



Proof. Omitted. O

Lemma 0.1. Let C be a set of the construction.
Let C be a gerber covering, Let F be a quasi-coherent sheaves of Q-modules, We
have to show that
On ¢ = Ox(L)

Proof. This is an algebraic space with the composition of sheaves F on Xz, we

ll.'l'l'l'
Ox(F) = {morphy xo. (G, F)}
where G defines an isomorphism F < F of O-modules. 0

Lemma 0.2. This is an infeger Z is injective.
Proof. See Spaces, Lemma 77. a
Lemma 0.3. Let S be a scheme. Let X be a scheme and X is an affine open

covering. LetUd C X be a canonical and locally of finute type. Let X be a scheme.
Let X be a scheme which is equal to the formal compler.

The following to the construction of the lermma follows,
Let X be a scheme. Let X be a scheme covering. Let

b: X=2Y 5Y3Y Y xxY =X,
be a morphism of algebrawe spaces over S and Y.

Proof, Let X be a nonzero scheme of X, Let X be an algebraic space, Let F be a
quasi-coherent sheal of Oy -modules, The following are equivalent

(1) F is an algebraic space over S.

(2) If X is an affine open covering.

Consider a common structure on X and X the functor Ox (L7) which is locally of
finite type. a

The Eftectiveness of an RNN
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[Andrej Karpathy]



The Effectiveness of an RNN

Trained on War & Peace

tyntd-iafhatawiaoihrdemot lytdws
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coaniogennc Phe lism thond hon at. MeiDimorotion in ther thize."

replied Natasha, and wishing to himself the fact the

"Why do what that day,"”
fed in had oftened him.

|terat|0n ZOOO princess, Princess Mary was easier,

Pierre aking his soul came to the packs and drove up his father-in-law women.

[Andrej Karpathy]



Visualize the Neurons of an
RNN

[Andrej Karpathy]



Visualize the Neurons of an
RNN

Cell sensitive to position in line:

wlmortance of the crossing of the Berezina lies in the fact
lainly and indubitably proved the fallacy of all the plans for
enemy's retreat and the soundness of the only possible
i -the one Kutuzov and the general mass of the army
-namely, simply to follow the enemy up. The French crowd fled
tinuvually increasing speed and all its energy was directed to
its goal. It fled like a wounded animal and it was impossible
S ath. This was shown not so much by the arrangements it
ing as by what took place at the bridges. When the bridges
narmed soldiers, people from Moscow and women with children
_ the French transport, all--carried on by vis inertiae- -
pressed into boats and into the ice-covered water and did

Cell that turns on inside quotes:

[Andrej Karpathy]



Word-level RNN
L anguage Models



IN a sequence

Goals

 Model the probability distribution of the next word

* (Given the previous words

[Nicholas Leonard]

target word

output likelihood

hidden state

input embedding

input word

"Is" “the" "problem"”
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Global Vectors for Word
Representation (GloVe)

 Provide semantic information/context for words

* Unsupervised method for learning word
representations

1 %%
J(0) = 3 > f(Pi)(u]vj —log P;j)?

2,)=1

[Richard Socher]



love Visualization
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[Richard Socher]



Wora2Vec

 |Learn word embeddings
* Shallow, two-layer neural network

e Jrained to reconstruct linguistic context between
words

* Produces a vector space for the words



Wora2Vec Visualization
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Question Time

e \What is the main difference between word2vec and
GloVe?



Wora2vec with RNNS

Method Adjectives | Nouns | Verbs | All

LSA-80 9.2 11.1 174 | 12.8
LSA-320 11.3 18.1 20.7 | 16.5
LSA-640 9.6 10.1 13.8 | 11.3
RINN-80 9.3 5.2 304 | 16.2
RNN-320 | 18.2 19.0 45.0 | 28.5
RNN-640 | 21.0 25.2 54.8 | 34.7
RNN-1600 | 23.9 29.2 62.2 | 39.6

Table 2: Results for identifying syntactic regularities for
different word representations. Percent correct.

[Mikolov, Yih, Zweig]



Word RNN trained on
Shakespeare

LEONTES:
Why, my Irish time?
And argue in the lord; the man mad, must be deserved a spirit as drown the warlike Pray him, how seven in.

KING would be made that, methoughts I may married a Lord dishonour
Than thou that be mine kites and sinew for his honour
In reason prettily the sudden night upon all shalt bid him thus again. times than one from mine unaccustom'

LARTIUS:
0,'tis aediles, fight!
Farewell, it himself have saw.

SLY:
Now gods have their VINCENTIO:
Whipt fearing but first I know you you, hinder truths.

ANGELDO:
This are entitle up my dearest state but deliver'd.

DUKE look dissolved: seemeth brands

That He being and
full of toad, they knew me to joy.

[Sung Kim]



Gated Word RNN
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[Miyamoto, Cho]



Gated Word RNN Results

PTB BBC IMDB

Model Validation Test Validation Test Validation Test
Gated Word & Char, adaptive 117.49 113.87 78.56 87.16 71.99 72.29
Gated Word & Char, adaptive (Pre-train) 117.03 112.90 80.37 87.51 71.16 71.49
Gated Word & Char, g = 0.25 119.45 115.55 79.67 88.04 71.81 72.14
Gated Word & Char, g = 0.25 (Pre-train) 117.01 113.52 80.07 87.99 70.60 70.87
Gated Word & Char, g = 0.5 126.01 121.99 89.27 94 .91 106.78 107.33
Gated Word & Char, g = 0.5 (Pre-train) 117.54 113.03 82.09 88.61 109.69 110.28
Gated Word & Char, g = 0.75 135.58 135.00 105.54 111.47 115.58 116.02
Gated Word & Char, g = 0.75 (Pre-train) 179.69 172.85 132.96 136.01 106.31 106.86
Word Only 118.03 115.65 84.477 90.90 72.42 72.75
Character Only 132.45 126.80 88.03 97.71 98.10 98.59
Word & Character 125.05 121.09 88.77 95.44 77.94 78.29
Word & Character (Pre-train) 122.31 118.85 84.27 901.24 80.60 81.01
Non-regularized LSTM (Zaremba, 2014) 120.7 114.5 - - - -

Table 1: Validation and test perplexities on Penn Treebank (PTB), BBC, IMDB Movie Reviews datasets.

[Miyamoto, Cho]



Combining Character &
Word Level

R
A U
Q
B 1

@ > gp > ’Up

R/

[Bojanowski, Joulin, Mikolov]



Question Time

* |n which situation(s) can you see character-level
RNN more suitable than a word-level RNN?



Character vs Word
| evel Models



Character vs Word-Level

Models

EN-Wikipedia EN-WSJ
Acc. P R Fy | Acc. P R Fy
Word-based Approach

LM (N =3) 9494 89.34 84.61 8691 | 95.59 91.56 78.79 84.70
LM (N =) 9493 8942 84.41 86.84 | 95.62 91.72 78.79 84.77
CRF-WORD 96.60 9496 87.16 90.89 | 97.64 93.12 9041 91.75
Chelba and Acero (2006) n/a 97.10 - - -
Character-based Approach

CRF-CHAR 96.99 9460 89.27 91.86 | 97.00 94.17 84.46 89.05
LSTM-SMALL 96.95 93.05 90.59 91.80 | 97.83 9399 9092 92.43
LSTM-LARGE 97.41 93.72 92.67 93.19 | 97.72 9341 90.56 91.96
GRU-SMALL 96.46 92.10 89.10 90.58 | 97.36 92.28 88.60 90.40
GRU-LARGE 96.95 92775 9093 91.83 | 97.27 90.86 90.20 90.52

[Kim, Jernite, Sontag, Rush]




Word Representations of
Character & Word Models

In Vocabulary Out-of-Vocabulary
while his you richard trading computer-aided  misinformed  looooook
although your conservatives jonathan  advertised - - -
LSTM-Word letting her we robe.rt advertising — — —
though my guys neil turnover - - -
minute their i nancy turnover - = -
chile this your hard heading computer-guided informed look
LSTM-Char whole hhs young rich training computerized performed cook
(before highway)  meanwhile is four richer reading disk-drive transformed looks
white has youth richter leading computer inform shook
meanwhile hhs we eduard trade computer-guided informed look
LSTM-Char whole this your gerard training computer-driven performed looks
(after highway) though their doug edward traded computerized outperformed looked
nevertheless  your i carl trader computer transformed looking

Table 6: Nearest neighbor words (based on cosine similarity) of word representations from the large word-level and character-level (before
and after highway layers) models trained on the PTB. Last three words are OOV words, and therefore they do not have representations in the

word-level model.

[Kim, Jernite, Sontag, Rush]



Word-level RNN
L anguage Models



Votivation

* Model the probabillity
distribution of the next word in
a seguence, given the
previous words

e \Words are the minimal unit to
provide meaning

* Another step to a hierarchical
model

target word

output likelihood

hidden state

input embedding

input word

“the"

“problem"”

y3

Wh )

Y1 2
hy h»
X X9

[Nicholas Leonard]



Global Vectors for Word
Representation (GloVe)

 Provide semantic information/context for words

* Unsupervised method for learning word
representations

1 %%
J(0) = 3 > f(Pi)(u]vj —log P;j)?

2,)=1

[Richard Socher]
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[Richard Socher]



Wora2Vec

 |Learn word embeddings
« Shallow, two-layer neural network

* Jraining makes observed word-context pairs
have similar embeddings, while scattering
unobserved pairs. Intuitively, words that appear
INn similar contexts should have similar
embeddings

* Produces a vector space for the words

= arg max Z log o (ve - Vy) + Z log o(—ve - V)
(w,c)€D (w,c)eD’

[Goldberg, Levy Arxiv 2014]



Wora2Vec Visualization
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Understanding Word2Vec

word w € Vi

context ¢ € V¢ Wi—LyesoysWi—1yWit1seo.s Wit

Probability that word context pair taken from document

1
14 e-we

P(D = 1|lw,c) =o(wW-¢) =

[Goldberg, Levy Arxiv 2014]



Understanding Word2Vec

Maximize likelihood real context pairs come from document

P(D = 1|w, c) P(D = 0O|w,c)

{ = z Z #(w,c) (logo(wW-¢) + k-Eqy~p, [logo(—w - cn)))

weVw ceVe

[Goldberg, Levy Arxiv 2014]



Word2Vec as Word-Context
Assoclation Matrix Decomposition

Solution is optimal parameters obey relation:

7e=n (G w0 ) =t (b 40 )

1. Construct word context

Pointwise Mutual Information assoclation matrix
2. Low rank decomposition

#(w,c) - |D
PMI(w,c) = log #(('w) )#I(C)| M;; = PMI(w,c)
PMI(z,y) = log PI(D:IE;:I,JZ@) W-cl =M

[Goldberg, Levy Arxiv 2014]



Question Time

* (Given the theoretical understanding of word2vec,
what kinds of things will word2vec not capture well?

* Can you think of ways to make it better?



Wora2vec with RNNS

Method Adjectives | Nouns | Verbs | All

LSA-80 9.2 11.1 174 | 12.8
LSA-320 11.3 18.1 20.7 | 16.5
LSA-640 9.6 10.1 13.8 | 11.3
RINN-80 9.3 5.2 304 | 16.2
RNN-320 | 18.2 19.0 45.0 | 28.5
RNN-640 | 21.0 25.2 54.8 | 34.7
RNN-1600 | 23.9 29.2 62.2 | 39.6

Table 2: Results for identifying syntactic regularities for
different word representations. Percent correct.

[Mikolov, Yih, Zweig]



Word RNN trained on
Shakespeare

LEONTES:
Why, my Irish time?
And argue in the lord; the man mad, must be deserved a spirit as drown the warlike Pray him, how seven in.

KING would be made that, methoughts I may married a Lord dishonour
Than thou that be mine kites and sinew for his honour
In reason prettily the sudden night upon all shalt bid him thus again. times than one from mine unaccustom'

LARTIUS:
0,'tis aediles, fight!
Farewell, it himself have saw.

SLY:
Now gods have their VINCENTIO:
Whipt fearing but first I know you you, hinder truths.

ANGELDO:
This are entitle up my dearest state but deliver'd.

DUKE look dissolved: seemeth brands

That He being and
full of toad, they knew me to joy.

[Sung Kim]



Gated Word RNN
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Gated Word RNN Results

PTB BBC IMDB

Model Validation Test Validation Test Validation Test
Gated Word & Char, adaptive 117.49 113.87 78.56 87.16 71.99 72.29
Gated Word & Char, adaptive (Pre-train) 117.03 112.90 80.37 87.51 71.16 71.49
Gated Word & Char, g = 0.25 119.45 115.55 79.67 88.04 71.81 72.14
Gated Word & Char, g = 0.25 (Pre-train) 117.01 113.52 80.07 87.99 70.60 70.87
Gated Word & Char, g = 0.5 126.01 121.99 89.27 94 .91 106.78 107.33
Gated Word & Char, g = 0.5 (Pre-train) 117.54 113.03 82.09 88.61 109.69 110.28
Gated Word & Char, g = 0.75 135.58 135.00 105.54 111.47 115.58 116.02
Gated Word & Char, g = 0.75 (Pre-train) 179.69 172.85 132.96 136.01 106.31 106.86
Word Only 118.03 115.65 84.477 90.90 72.42 72.75
Character Only 132.45 126.80 88.03 97.71 98.10 98.59
Word & Character 125.05 121.09 88.77 95.44 77.94 78.29
Word & Character (Pre-train) 122.31 118.85 84.27 901.24 80.60 81.01
Non-regularized LSTM (Zaremba, 2014) 120.7 114.5 - - - -

Table 1: Validation and test perplexities on Penn Treebank (PTB), BBC, IMDB Movie Reviews datasets.

[Miyamoto, Cho]



Combining Character &
Word Level

R
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Q
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[Bojanowski, Joulin, Mikolov]



Question Time

* |n which situation(s) can you see character-level
RNN more suitable than a word-level RNN?



Generating Movie Scripts

LSTM named Benjamin

e | earned to predict which letters would follow, then
the words and phrases

Trained on corpus of past 1980 and 1990 sci-fi movie
scripts

"I'll give them top marks if they promise never to do this
again.’

https://www.youtube.com/watch?v=LY7x2lhgimc



https://www.youtube.com/watch?v=LY7x2Ihqjmc

Character vs Word
| evel Models



Character vs Word-Level

Models

EN-Wikipedia EN-WSJ
Acc. P R Fy | Acc. P R Fy
Word-based Approach

LM (N =3) 9494 89.34 84.61 8691 | 95.59 91.56 78.79 84.70
LM (N =) 9493 8942 84.41 86.84 | 95.62 91.72 78.79 84.77
CRF-WORD 96.60 9496 87.16 90.89 | 97.64 93.12 9041 91.75
Chelba and Acero (2006) n/a 97.10 - - -
Character-based Approach

CRF-CHAR 96.99 9460 89.27 91.86 | 97.00 94.17 84.46 89.05
LSTM-SMALL 96.95 93.05 90.59 91.80 | 97.83 9399 9092 92.43
LSTM-LARGE 97.41 93.72 92.67 93.19 | 97.72 9341 90.56 91.96
GRU-SMALL 96.46 92.10 89.10 90.58 | 97.36 92.28 88.60 90.40
GRU-LARGE 96.95 92775 9093 91.83 | 97.27 90.86 90.20 90.52

[Kim, Jernite, Sontag, Rush]




Word Representations of
Character & Word Models

In Vocabulary Out-of-Vocabulary
while his you richard trading computer-aided  misinformed  looooook
although your conservatives jonathan  advertised - - -
LSTM-Word letting her we robe.rt advertising — — —
though my guys neil turnover - - -
minute their i nancy turnover - = -
chile this your hard heading computer-guided informed look
LSTM-Char whole hhs young rich training computerized performed cook
(before highway)  meanwhile is four richer reading disk-drive transformed looks
white has youth richter leading computer inform shook
meanwhile hhs we eduard trade computer-guided informed look
LSTM-Char whole this your gerard training computer-driven performed looks
(after highway) though their doug edward traded computerized outperformed looked
nevertheless  your i carl trader computer transformed looking

Table 6: Nearest neighbor words (based on cosine similarity) of word representations from the large word-level and character-level (before
and after highway layers) models trained on the PTB. Last three words are OOV words, and therefore they do not have representations in the

word-level model.

[Kim, Jernite, Sontag, Rush]



Other Embeddings



Tweet2Vec

B L
1 A\ A\ 2
J = 3 Z 1, 2 1, —t; ;log(pi ;) + A||O]|°.  (3)
1=1 5=

Here B 1s the batch size, L 1s the number of
classes, p; ; 1s the predicted probability that the -
th tweet has hashtag j, and ¢; ; € {0,1} denotes
the ground truth of whether the 7-th hashtag i1s 1n

the ¢-th tweet. We use L2-regularization weighted
by A

[Dhingra, Zhou, Fitzpatrick, Muehl, Cohen]



Jweet2Vec Encoder
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Whoa, whoa, whoa. I just realized its winter in Rio. This may not
work out, dear. I worship the sun.
<+« 13 Ret w

[Dhingra, Zhou, Fitzpatrick, Muehl, Cohen]



Tweet2Vec Results

Tweets

Word model baseline

tweet2vec

ninety-one degrees. **®©

#initialsofsomeone..

#nw #gameofthrones

#summer #loveit
#sun

#music #cheap

#yummy #food

_ e

self-cooked scramble egg. vyum!! lurl #oute #foodporn
#gameofthrones . : :

14

can’t sleeeeeeep bheartbreaker #tired #insomnia

oklahoma!!!!!!111!1! champions!!!!! finitialsofsomeone..| #wews fsooners
#nw #1lrt #ou

o . . . #help #power #fml #apple #bbl
7 % of battery iphones die too quick bmoney #s jthestruggle

1 have the cutest nephew in the world

'url

#nephew #cute
#family

#socute #cute
fPuppy

Table 1: Examples of top predictions from the models. The correct hashtag(s) if detected are in bold.

[Dhingra, Zhou, Fitzpatrick, Muehl, Cohen]




AAAAATAGTATAAAAAGTTGCCAAAAG

| T
AAAAACATGCAACAAACAGGAACTGGC

AAAAACAGAATCTGTCTAAAACAGAAC

sequences

Gene?2Vec

 Word2Vec performs poorly on long nucleotide

e Short sequences are very common like AAAGTT

AAAAACAGAGACATTACTTTGCCAACA

Triticum aestivum chromosome 3B
Triticum aestivum chromosome 3B
Triticum aestivum chromosome 3B

Ovis canadensis canadensis isolate 43U chromosome 26

[David Cox]



Gene?Vec Visual
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Hydrophobic Amino Acids

[David Cox]



Doc2Vec

e Similar to Word2Vec but to a larger scale

e Sentences & Paragraphs

TARGET (72927): «this is one of the best films of this year . for a year that was fueled by contro
versy and crap , it was nice to finally see a film that had a true heart to it . from the opening

scene to the end , i1 was so moved by the love that will smith has for his son . basically , if yo
u see this movie and walk out of it feeling nothing , there is something that is very wrong with y
ou . loved this movie , it's the perfect movie to end the year with . the best part was after the

movie , my friends and i all got up and realized that this movie had actually made the four of us
tear up ! it's an amazing film and if will smith doesn't get at least an oscar nom , then the osc
ars will just suck . in fact will smith should actually just win an oscar for this role . ! ! ! i

loved this movie ! ! ! ! everybody needs to see especially the people in this world that take eve
rything for granted , watch this movie , it will change you !»

SIMILAR/DISSIMILAR DOCS PER MODEL Doc2Vec(dm/m,d100,n5,wl0,mc2,t8):
MOST (2046, 0.7372332215309143): «i thought this movie would be dumb , but i really liked it . peo
ple i know hate it because spirit was the only horse that talked . well , so what ? the songs were

good , and the horses didn't need to talk to seem human . i wouldn't care to own the movie , and
i would love to see it again . 8/10»

[RaRe Technologies]



Applications of Document
Models

e Discovery of litigation e.g. CS Disco

e Sentiment Classification e.g. movie reviews



EXTRA SLIDES



Goal

 Model the probability distribution of the next
character in a sequence

* (Given the previous characters

exp(wk ht)
Z 1 exp(wj hi)

P(ivt = klib“l:t—l)

[Susanto, Chieu, Lu]



N-grams

e (Group the characters into n characters
* N=1 unigram
* N=2 bigram

* Useful for protein sequencing, computational
inguistics, etc.



Comparing Against N-
Grams
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[Karpathy, Johnson, Li]



Remembering for Longer
Durations
B LSTM B 20-gram

020 (080 4060 080 60100, 10,125 5180, (200, 1250, .30

Distance between " and "}"

[Karpathy, Johnson, Li]



aracter-Aware Neural
. anguage Models

absurdity s recognized —
v ‘ Cross entropy loss
: between nextword
J and prediction
- - Softmax output to
obtain distribution
over nextword
—_ — ]

X l X .}‘ Long short-term

memory network

\( Highway network
X .

4 4 Max-over-time
{ max{-} v - pooling layer

Convolution layer

with multiple filters

of different widths

Concatenation
S of character
H embeddings

[Kim, Jernite, Sontag, Rush]

moment the :iabsurdityi is recognized



The Effectiveness of an RNN

static void stat PC SEC _ read mostly offsetof(struct seq argsqueue, \
pC>[11);

static void
os_prefix(unsigned long sys)

{

PUT_PARAM RAID(2, sel) = get_state_state();
set pid sum((unsigned long)state, current state str(),
(unsigned long)-1->1r full; low;

[Andrej Karpathy]



The Effectiveness of an RNN

Naturalism and decision for the majority of Arab countries' capitalide was grounded
by the Irish language by [[John Clair]], [[An Imperial Japanese Revolt]], associated
with Guangzham's sovereignty. His generals were the powerful ruler of the Portugal
in the [[Protestant Immineners]], which could be said to be directly in Cantonese
Communication, which followed a ceremony and set inspired prison, training. The
emperor travelled back to [[Antioch, Perth, October 25|21]] to note, the Kingdom

of Costa Rica, unsuccessful fashioned the [[Thrales]], [[Cynth's Dajoard]], known

in western [[Scotland]], near Italy to the conquest of India with the conflict.
Copyright was the succession of independence in the slop of Syrian influence that
was a famous German movement based on a more popular servicious, non-doctrinal

and sexual power post. Many governments recognize the military housing of the
[[Civil Liberalization and Infantry Resolution 265 National Party in Hungary]],

that is sympathetic to be to the [[Punjab Resolution]]
(PJS)[http://www.humah.yahoo.com/guardian.

cfm/7754800786d17551963s89.htm Official economics Adjoint for the Nazism, Montgomery
was swear to advance to the resources for those Socialism's rule,

was starting to signing a major tripad of aid exile.]]

[Andrej Karpathy]



Proof. Omitted. O

Lemma 0.1. Let C be a set of the construction.
Let C be a gerber covering, Let F be a quasi-coherent sheaves of Q-modules, We
have to show that
On ¢ = Ox(L)

Proof. This is an algebraic space with the composition of sheaves F on Xz, we

ll.'l'l'l'
Ox(F) = {morphy xo. (G, F)}
where G defines an isomorphism F < F of O-modules. 0

Lemma 0.2. This is an infeger Z is injective.
Proof. See Spaces, Lemma 77. a
Lemma 0.3. Let S be a scheme. Let X be a scheme and X is an affine open

covering. LetUd C X be a canonical and locally of finute type. Let X be a scheme.
Let X be a scheme which is equal to the formal compler.

The following to the construction of the lermma follows,
Let X be a scheme. Let X be a scheme covering. Let

b: X=2Y 5Y3Y Y xxY =X,
be a morphism of algebrawe spaces over S and Y.

Proof, Let X be a nonzero scheme of X, Let X be an algebraic space, Let F be a
quasi-coherent sheal of Oy -modules, The following are equivalent

(1) F is an algebraic space over S.

(2) If X is an affine open covering.

Consider a common structure on X and X the functor Ox (L7) which is locally of
finite type. a

The Eftectiveness of an RNN

||n~ IR ,: ‘. _."7 and x “ q‘.: the -'l.s;',hu:l

'
= } ——f

» ’
-0 —— X

1]
Morea, diOx,,..¢Q)
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Spec{ Ny )

is a limit. Then € = o Snite type and assume S is o Hat and F and G is a finite
type fo. This is of huite type dingrams, aml

o tlu composition of G & o regular SO O,

e Oy b nshead of rings.

()

roof. We have see that X = Spec| ) amdd 7 is a Bnite type representable by
alpehiraie space. The propenty F s a finite marphism of alpehrale stacks Thes the

cobomadagy of X s an open nelghbourbood of I7, a

Proof. This is clear that € is a finite presestation. see Lemmas 27.
A rednoed above we conclude that U7 is an open covering of C. The functor F is a
“fekd

Ox. = Fz NOx, .y — 05 0x,(0%)

is an somorphism of covering of Oy, If F is the unique eleznent of F such that X
is an isanorpiisan

The property F is o digjoint union of Proposition 77 and we can liltered set of
presentations of o scheme Oy -algebea with F are opens of linite type over S,

I F ix o scheme thearetic iimsge points

IF s a fnite diseet sam Ox, is & closad imnswssion, soe Lesnma 72, This & »

=epaREnee l!:. F i3 )llll.ll'AX "N(p{-l‘lll.

[Andrej Karpathy]



The Effectiveness of an RNN

Trained on War & Peace

tyntd-iafhatawiaoihrdemot lytdws

|terat|on . 1 OO plia tklrgd t o idoe ns,smtt h ne etie h,hregtrs nigtike,aocaenns lng

e ,tfti, astai f ogoh eocase rrranbyne 'nhthnee e

"Tmont thithey" fomesscerliund

Keushey. Thom here

|teratlon . 300 sheulke, anmerenith ol sivh I lalterthend Bleipile shuwy fil on aseterlome

coaniogennc Phe lism thond hon at. MeiDimorotion in ther thize."

replied Natasha, and wishing to himself the fact the

"Why do what that day,"”
fed in had oftened him.

|terat|0n ZOOO princess, Princess Mary was easier,

Pierre aking his soul came to the packs and drove up his father-in-law women.

[Andrej Karpathy]



Visualize the Neurons of an
RNN

[Andrej Karpathy]



Visualize the Neurons of an
RNN

Cell sensitive to position in line:

wlmortance of the crossing of the Berezina lies in the fact
lainly and indubitably proved the fallacy of all the plans for
enemy's retreat and the soundness of the only possible
i -the one Kutuzov and the general mass of the army
-namely, simply to follow the enemy up. The French crowd fled
tinuvually increasing speed and all its energy was directed to
its goal. It fled like a wounded animal and it was impossible
S ath. This was shown not so much by the arrangements it
ing as by what took place at the bridges. When the bridges
narmed soldiers, people from Moscow and women with children
_ the French transport, all--carried on by vis inertiae- -
pressed into boats and into the ice-covered water and did

Cell that turns on inside quotes:

[Andrej Karpathy]



Word-level RNN
L anguage Models



IN a sequence

Goals

 Model the probability distribution of the next word

* (Given the previous words

[Nicholas Leonard]

target word

output likelihood

hidden state

input embedding

input word

"Is" “the" "problem"”

Y1 V) y3
T w

Whi

hy I~ hy —~ hy |——
I I I th

X1 X2 X3

What" s" "the"



Global Vectors for Word
Representation (GloVe)

 Provide semantic information/context for words

* Unsupervised method for learning word
representations

1 %%
J(0) = 3 > f(Pi)(u]vj —log P;j)?

2,)=1

[Richard Socher]



love Visualization
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[Richard Socher]



Wora2Vec

 |Learn word embeddings
* Shallow, two-layer neural network

e Jrained to reconstruct linguistic context between
words

* Produces a vector space for the words



Wora2Vec Visualization

A
man
.'~
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O
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O
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[Tensorflow]



Question Time

e \What is the main difference between word2vec and
GloVe?



Wora2vec with RNNS

Method Adjectives | Nouns | Verbs | All

LSA-80 9.2 11.1 174 | 12.8
LSA-320 11.3 18.1 20.7 | 16.5
LSA-640 9.6 10.1 13.8 | 11.3
RINN-80 9.3 5.2 304 | 16.2
RNN-320 | 18.2 19.0 45.0 | 28.5
RNN-640 | 21.0 25.2 54.8 | 34.7
RNN-1600 | 23.9 29.2 62.2 | 39.6

Table 2: Results for identifying syntactic regularities for
different word representations. Percent correct.

[Mikolov, Yih, Zweig]



Word RNN trained on
Shakespeare

LEONTES:
Why, my Irish time?
And argue in the lord; the man mad, must be deserved a spirit as drown the warlike Pray him, how seven in.

KING would be made that, methoughts I may married a Lord dishonour
Than thou that be mine kites and sinew for his honour
In reason prettily the sudden night upon all shalt bid him thus again. times than one from mine unaccustom'

LARTIUS:
0,'tis aediles, fight!
Farewell, it himself have saw.

SLY:
Now gods have their VINCENTIO:
Whipt fearing but first I know you you, hinder truths.

ANGELDO:
This are entitle up my dearest state but deliver'd.

DUKE look dissolved: seemeth brands

That He being and
full of toad, they knew me to joy.

[Sung Kim]



Gated Word RNN
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[Miyamoto, Cho]



Gated Word RNN Results

PTB BBC IMDB

Model Validation Test Validation Test Validation Test
Gated Word & Char, adaptive 117.49 113.87 78.56 87.16 71.99 72.29
Gated Word & Char, adaptive (Pre-train) 117.03 112.90 80.37 87.51 71.16 71.49
Gated Word & Char, g = 0.25 119.45 115.55 79.67 88.04 71.81 72.14
Gated Word & Char, g = 0.25 (Pre-train) 117.01 113.52 80.07 87.99 70.60 70.87
Gated Word & Char, g = 0.5 126.01 121.99 89.27 94 .91 106.78 107.33
Gated Word & Char, g = 0.5 (Pre-train) 117.54 113.03 82.09 88.61 109.69 110.28
Gated Word & Char, g = 0.75 135.58 135.00 105.54 111.47 115.58 116.02
Gated Word & Char, g = 0.75 (Pre-train) 179.69 172.85 132.96 136.01 106.31 106.86
Word Only 118.03 115.65 84.477 90.90 72.42 72.75
Character Only 132.45 126.80 88.03 97.71 98.10 98.59
Word & Character 125.05 121.09 88.77 95.44 77.94 78.29
Word & Character (Pre-train) 122.31 118.85 84.27 901.24 80.60 81.01
Non-regularized LSTM (Zaremba, 2014) 120.7 114.5 - - - -

Table 1: Validation and test perplexities on Penn Treebank (PTB), BBC, IMDB Movie Reviews datasets.

[Miyamoto, Cho]



Combining Character &
Word Level

R
A U
Q
B 1

@ > gp > ’Up

R/

[Bojanowski, Joulin, Mikolov]



Question Time

* |n which situation(s) can you see character-level
RNN more suitable than a word-level RNN?



Character vs Word
| evel Models



Character vs Word-Level

Models

EN-Wikipedia EN-WSJ
Acc. P R Fy | Acc. P R Fy
Word-based Approach

LM (N =3) 9494 89.34 84.61 8691 | 95.59 91.56 78.79 84.70
LM (N =) 9493 8942 84.41 86.84 | 95.62 91.72 78.79 84.77
CRF-WORD 96.60 9496 87.16 90.89 | 97.64 93.12 9041 91.75
Chelba and Acero (2006) n/a 97.10 - - -
Character-based Approach

CRF-CHAR 96.99 9460 89.27 91.86 | 97.00 94.17 84.46 89.05
LSTM-SMALL 96.95 93.05 90.59 91.80 | 97.83 9399 9092 92.43
LSTM-LARGE 97.41 93.72 92.67 93.19 | 97.72 9341 90.56 91.96
GRU-SMALL 96.46 92.10 89.10 90.58 | 97.36 92.28 88.60 90.40
GRU-LARGE 96.95 92775 9093 91.83 | 97.27 90.86 90.20 90.52

[Kim, Jernite, Sontag, Rush]




Word Representations of
Character & Word Models

In Vocabulary Out-of-Vocabulary
while his you richard trading computer-aided  misinformed  looooook
although your conservatives jonathan  advertised - - -
LSTM-Word letting her we robe.rt advertising — — —
though my guys neil turnover - - -
minute their i nancy turnover - = -
chile this your hard heading computer-guided informed look
LSTM-Char whole hhs young rich training computerized performed cook
(before highway)  meanwhile is four richer reading disk-drive transformed looks
white has youth richter leading computer inform shook
meanwhile hhs we eduard trade computer-guided informed look
LSTM-Char whole this your gerard training computer-driven performed looks
(after highway) though their doug edward traded computerized outperformed looked
nevertheless  your i carl trader computer transformed looking

Table 6: Nearest neighbor words (based on cosine similarity) of word representations from the large word-level and character-level (before
and after highway layers) models trained on the PTB. Last three words are OOV words, and therefore they do not have representations in the

word-level model.

[Kim, Jernite, Sontag, Rush]



