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RNN Training



Why Training is Unstable 

[Xu, Huang, Li]

Variance of activations/gradients grows multiplicatively 



Interesting Question
• Are there modifications to an RNN such that it can 

combat these gradient problems?



RNNs with Longer 
Term Memory



Motivation 
• The need to remember certain events for arbitrarily 

long periods of time (Non-Markovian) 

• The need to forget certain events



Long Short Term Memory

• 3 gates 

• Input  

• Forget 

• Output

[Zygmunt Z.]



LSTM Formulation

[Alex Graves, Navdeep Jaitly]



Preserving Gradients

[Hochreiter, Schmidhuber]



Gated Recurrent Unit
• 2 gates 

• Reset 

• Combine new 
input with 
previous memory 

• Update 

• How long the 
previous memory 
should stay

[Zygmunt Z.]



GRU Formulation

[Danny Britz]



LSTM & GRU Benefits
• Remember for longer temporal durations 

• RNN has issues for remembering longer 
durations 

• Able to have feedback flow at different strengths 
depending on inputs



Differences between LSTM 
& GRU

• GRU has two gates, while LSTM has three gates 

• GRU does not have internal memory 

• GRU does not use a second nonlinearity for 
computing the output



Visual Difference of LSTM & 
GRU

[Chris Olah]

LSTM GRU



LSTM vs GRU Results

[Chung, Gulcehre, Cho, Bengio]



Other Methods for 
Stabilizing RNN Training



Why Training is Unstable 

[Xu, Huang, Li]

Variance of activations/gradients grows multiplicatively 



Stabilizing Activations & 
Gradients

[Xu, Huang, Li]

We want 



Taylor Expansions of 
Different Activation Functions

[Xu, Huang, Li]



Layer Normalization
• Similar to batch normalization 

• Apply it to RNNs to stabilize the hidden state 
dynamics

[Ba, Kiros, Hinton]



Layer Normalization Results

[Ba, Kiros, Hinton]



Streamlining Normalization

[Liao, Kawaguchi, Poggio]



Streamlining Normalization

[Liao, Kawaguchi, Poggio]



Streamlining Normalization 
for RNNs

[Liao, Kawaguchi, Poggio]



Streamlining Normalization 
Results

[Liao, Kawaguchi, Poggio]



Streamlining Normalization 
RNN Results

[Liao, Kawaguchi, Poggio]



Normalization Techniques

[Liao, Kawaguchi, Poggio]



Applications



RNN Applications
• Speech Recognition 

• Natural Language Processing 

• Action Recognition 

• Machine Translation 

• Many more to come



Bidirectional RNNs
• The output at time t does not depend on previous 

time steps but also the future 

• Two RNNs stacked on top of each other

[Danny Britz]



Deep RNNs
• Stack them on top of each other 

• The output of the previous RNN is the input to the 
next one

[Danny Britz]



Speech Recognition
• Infer phonemes from the past 

and the future 

• Bidirectional Stacked LSTM

[Alex Graves, Navdeep Jaitly, Abdel-rahman Mohamed]



Conversational Speech 
Recognition

• Achieving human 
parity 

• Combining RNN 
and CNN

[Xiong et al.]



Natural Language 
Processing

• Infer character distribution 
from past characters in the 
sequence 

• Remember for longer 
durations

[Soumith Chantala]



Contextual LSTM for NLP 
Tasks

• Using a word embedding with LSTM layers to learn sentiments 

• Incorporating a thought unit

[Ghost et al.]



Action Recognition
• Using LSTMs and CNN for 

videos  

• CNN creates a feature 
vector that is feed into 
LSTM

[Donahue et al.]



Google’s Neural Machine 
Translation System

• Encoder and Decoder LSTMs 

• Attention model

[Yonghui Wu et al.]



Image Captioning Pt 1
• Combination of CNN and 

LSTM to caption images 

• Using a pretrained CNN for 
visual features

[Vinyals, Toshev, Bengio, Erhan] 



Image Captioning Pt 2

[Vinyals, Toshev, Bengio, Erhan] 



Object Tracking
• Using an object detector with an LSTM to track objects 

• Model the dynamics of video

[Ning, Zhang, Huang, He, Wang]



Neural Turing Machines
• LSTM with external memory 

• Analogous to a Turing Machine

[Chris Olah]



WaveNet
• Using stack of diluted 

layers 

• To generate next 
sample, it models 
conditional probability 
given previous samples

[van den Oord et al.]



DoomBot
• Doom Competition 

• Facebook won 1st place (F1) 

• https://www.youtube.com/watch?
v=94EPSjQH38Y

https://www.youtube.com/watch?v=94EPSjQH38Y
https://www.youtube.com/watch?v=94EPSjQH38Y

