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Species of Convnets



Evolutionary Biology



http://www.asimovinstitute.org/neural-network-zoo/

http://www.asimovinstitute.org/neural-network-zoo/


Object Recognition



Alex Net

Innovations:  
•Go Deep 
•Train on Multiple GPUs 
•ReLU 
•DropOut 
•Data Augmentation 
•Response Normalization 



VGG Net

Innovations:  
•Replace one big filters 
by multiple smaller 
filters 

•Growing NNs



GoogLenet

Innovations:  
•Scale-Pooling 
•1x1 Conv (Dim. 
Reduction)



ResNet

Innovation:  
•Make it easy to express 
identity 

•Preconditioning



Siamese Networks



Siamese Networks for Similarity 
Discrimination/Matching



Siamese Networks for Similarity 
Discrimination/Matching



Face Recognition



DeepFace



DeepFace



DeepFace



FaceNet



FaceNet

•Labeled Faces in the Wild: 
No alignment: 98.87% 
± 0.15 
With alignment: 99.63% 
± 0.09 

•Youtube Faces DB: 
95.12% ± 0.39 (state-of-
the-art)



Object Tracking



Visual Examples



MDNet: Convnet for Object 
Tracking



Which Object is the Target?

Nam, Hyeonseob, and Bohyung Han. "Learning multi-domain convolutional neural networks for visual tracking." arXiv 
preprint arXiv:1510.07945 (2015).



Test Time: Transferring the Shared 
Features to Standard Convnet

Nam, Hyeonseob, and Bohyung Han. "Learning multi-domain convolutional neural networks for visual tracking." arXiv 
preprint arXiv:1510.07945 (2015).



Test Time: Transferring the Shared 
Features to Standard Convnet

Nam, Hyeonseob, and Bohyung Han. "Learning multi-domain convolutional neural networks for visual tracking." arXiv 
preprint arXiv:1510.07945 (2015).



MDNet Video Results

Nam, Hyeonseob, and Bohyung Han. "Learning multi-domain convolutional neural networks for visual tracking." arXiv 
preprint arXiv:1510.07945 (2015).



Image Segmentation



Image Segmentation



Fully Convolutional Networks 
for Semantic Segmentation

[Jonathan Long, Evan Shelhamer, Yann LeCun]



Fully Convolutional Networks 
for Semantic Segmentation

[Jonathan Long, Evan Shelhamer, Yann LeCun]



Fully Convolutional Networks 
for Semantic Segmentation

[Jonathan Long, Evan Shelhamer, Yann LeCun]



U-Net: Convnet for Segmentation of Neuronal 
Structures in Electron Microscopic Stacks 

(Won the ISBI Cell Tracking Challenge 2015)



Stereo Matching



Stereo Convnets

[Jure Zbontar, Yann LeCun]



Speech Synthesis



WaveNet



WaveNet

Subjective preference scores (%) of speech samples



WaveNet

https://deepmind.com/blog/wavenet-generative-model-raw-
audio/

https://deepmind.com/blog/wavenet-generative-model-raw-audio/
https://deepmind.com/blog/wavenet-generative-model-raw-audio/


Computer Aided 
Diagnosis in Medical 

Imaging



Convnet for Brain Tumor 
Segmentation (Top 4 in BRATS 2015)



U-Net: Convnet for Segmentation of Neuronal 
Structures in Electron Microscopic Stacks 

(Won the ISBI Cell Tracking Challenge 2015)



Genetics



DeepBind: Convnet for Predicting the 
Sequence Specificities of DNA- and RNA-

Binding Proteins 



Fashion



Neuroaesthetics in Fashion: Modeling 
the Perception of Fashionability

[Edgar Simo-Serra, Sanja Fidler, Francesc Moreno-Noguer,  Raquel Urtasun]



Neuroaesthetics in Fashion: Modeling 
the Perception of Fashionability

[Edgar Simo-Serra, Sanja Fidler, Francesc Moreno-Noguer,  Raquel Urtasun]



Unsupervised 
Learning



Neuroaesthetics in Fashion: Modeling 
the Perception of Fashionability

[Edgar Simo-Serra, Sanja Fidler, Francesc Moreno-Noguer,  Raquel Urtasun]



Andrew Ng

Unsupervised feature learning with a neural network
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Autoencoder.

Network is trained to 
output the input (learn 
identify function). 

Trivial solution unless:
- Constrain number of 
units in Layer 2 (learn 
compressed 
representation), or
- Constrain Layer 2 to 
be sparse. 
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Andrew Ng

Training a sparse autoencoder.

Given unlabeled training set x1, x2, …

 

Unsupervised feature learning with a neural network

Reconstruction error 
term

L1 sparsity term
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Variational Autoencoder



Variational Autoencoder



Inference/Learning 
Challenge



Variational Autoencoder



Variational Autoencoder



Variational Autoencoder



Deep Latent-Variable Model



Deep Generative Model



Deep Rendering Model



Generative Adversarial 
Networks (GAN)



Zero-Sum Game Objective



Zero-Sum Game Objective 



Learning Process in GAN



Visualization of Model 
Samples



Improved GAN



Improved GAN



Ladder Network



Ladder Network



Stacked What-Where 
Autoencoder



Semi-supervised Results


